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Overview
In the Kyndryl Security and 
Resiliency Expert  Exchange held on 
June 24, 20 25, senior CISOs 
Exchange members from a diverse 
mix of countries and indust ries 
convened to discuss topics of 
signif icant  interest  concerning 
security and Art if icial Intelligence 
(AI). 

Key discussion areas included, 
benef its and risks of AI deployment , 
AI governance, protect ion against  
AI threats, and AI's role in 
enhancing security.
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Navigat ing AI Governance and 
Deployment
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- The demand for new  AI tools is 
predominant ly business-driven, as 
organizat ions increasingly seek to 
harness the pow er of AI to drive 
rapid business value, leading to 
uncontrolled adopt ion.
 

- Organizat ions are act ively exploring 
AI governance framew orks, 
t ransit ioning from init ial uncertainty 
to understanding basic needs like 
applicat ion inventory, employee 
t raining, and aw areness. One 
part icipat ing member is considering 
NIST as a framew ork for AI 
implementat ion.

- A crucial step in AI deployment  
involves select ing 
enterprise-approved AI tools, w ith 
M icrosoft  Copilot  one of the 
frequent ly chosen tool, due to its 
informat ion protect ion capabilit ies 
and seamless integrat ion w ithin 

exist ing M icrosoft  ecosystems. To 
manage user adopt ion, organizat ions 
provide w orkshops and sessions on 
the ?dos and don'ts? of public AI tools, 
emphasizing the necessity of a 
governance concept  around their 
usage.

- Some members have established 
centralized AI teams or centers of 
excellence to ident ify opportunit ies, 
def ine standards, and manage AI 
topics. How ever, internal challenges 
such as inconsistent  data quality can 
hinder the ef fect iveness of AI tools.
 

- For external AI tools, exist ing cloud 
applicat ion w orkf low s are of ten 
applied. Organizat ions t reat  external 
AI tools similarly to any cloud 
applicat ion, focusing on managing 
associated w ith data privacy and 
security concerns. The process 
involves formal requests and checks 

?One of the main challenges 
for us lies in educat ing users 
on how  to safely use AI. M ost  
cannot  judge the risk to the 
organizat ion. The use of 
company computers, 
prompts that  may house 
sensit ive data, making 
sensit ive data public. There is 
a need to w ork on aw areness 
perspect ive.? 
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by various departments, including 
infrast ructure, business, 
procurement , and compliance.

- Companies are at tempt ing to 
standardize technology and 
centralize the evaluat ion of these 
demands. They often face challenges 
in managing high-quality, relevant  
data, part icularly regarding accuracy, 
reliability, and completeness. One 
part icipant  suggested preparing an 
internal resource, such as a checklist , 
to guide users based on data 
crit icality. Ult imately, the consensus 
pointed to a need to focus on and 
standardize a few  approved tools to 
manage complexity and risks 
ef fect ively. 
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Cybersecurit y at  a historic inf lect ion 
point : Navigat ing the converged 
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- A primary concern is the uncontrolled 
proliferat ion of AI usage by employees. 
If clear guidance and policies are not  in 
place, it  w ill lead to ?Shadow  AI? that  is 
dif f icult  to detect  and control.
 

- Data conf ident iality and privacy are 
paramount , especially w hen sensit ive data 
might  be used w ith public AI tools or 
shared w ith third-party AI models. One 
opinion is that  third part ies do not  alw ays 
priorit ize security, not ing that  ?no code low  
code? solut ions of ten imply ?no security?.

- All part icipants agreed sharing data w ith 
third part ies and AI models must  be taken 
seriously. This necessitates ef forts to 
bet ter understand and classify data and 
implement  data security posture 
management  to prevent  crit ical data from 
being shared w ith AI models. W hile EU AI 
Act  mandates t raining requirements for 
users, though aw areness and 
implementat ion vary among CISOs.

- The increasing sophist icat ion of 
AI-driven threats, such as advanced 
phishing emails and deep fakes poses 
signif icant  challenges. One part icipant  
raised concern about  ident ifying 
fraudulent  act ivit ies w hen AI emulates 
voices, stat ing, ?if bad actors leverage 
AI emulat ing the voice of our CEO, not  
many w ill think the call is f raudulent?.
 

- There is a crit ical need for bet ter data 
classif icat ion to determine w hich data 
crit icality levels allow  the use of 
specif ic AI tools. Tony DeBos from 
Kyndryl highlighted new  technological 
protect ions are emerging, such as 
tools that  create AI gatew ays to 
control AI act ivit ies and prompt  
security tools that  protect  prompts and 
scan for vulnerabilit ies.

Addressing AI-Related Security Risks
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?It 's a hype moment  and the 
business is t rying to f ind 
product ivit y through these 
investments.? 

 ?  Securit y and Resilience Expert  
Exchange M ember

Three focus areas to improve 
securit y for AI projects in 20 25 

| | |Navigat ing AI Governance Addressing A I-Related Risks Leveraging AI for Security Operat ions Expert  Exchange

Learn more

https://view-su2.highspot.com/viewer/c35ce2646ad09dc56e6c17fdd7058fc4


- Some organizat ions are adopt ing 
M icrosoft  Copilot  to make Security 
Operat ions Centers (SOCs) more 
eff icient . One CISO explained how  they 
are using Copilot  in incident  
invest igat ion, ident ifying impacted 
devices, and responding to zero-day 
vulnerabilit ies.

- AI is also being explored for full 
automat ion stacks, including the 
automated isolat ion of clients and 
scanning for AI-generated malw are. 
This shif t  is driven by the rapidly 
evolving cyber threat  landscape, w here 
hackers are automat ing at tack steps 
like scanning, vulnerability exploitat ion, 
and reconnaissance using AI. A 
part icipant  cited a recent  simulat ion 
w here a full ransomw are at tack w as 
executed in less than 25 minutes using 
AI.

- Rapid evolut ion of AI necessitates 
security teams to ?loosen the brakes? 
for adopt ion of defensive measures, 
automat ing responses, and moving 
tow ards more proact ive management , 
even if it  causes minor disrupt ions. 

?Automat ic locking of accounts that  are 
suspected to be compromised? w as one 
of the suggest ions. Jørgen Floes from 
Kyndryl ment ioned an example of AI 
being used for advanced detect ion, 
such as ident ifying fake voices in 
service desk calls to prevent  
unauthorized access.

- Adopt ion of agent ic AI is not  yet  a core 
st rategic driver for all companies, it  is 
recognized as being on the cusp of 
mass adopt ion w ithin the next  one to 
tw o years.

- Based on the expert  exchange, a crit ical 
st rategic recommendat ion for senior 
leadership teams is to priorit ize and 
accelerate the development  of a holist ic 
AI data governance st rategy. This 
st rategy must  explicit ly address 
comprehensive data classif icat ion 
across all organizat ional data, the 
implementat ion of advanced Data Loss 
Prevent ion (DLP) solut ions tailored for 
AI, and the establishment  of clear, 
enforceable policies for both internal 
and third-party AI tool usage.

Leveraging AI for Enhanced Security 
Operat ions 
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?It?s one of the more challenging 
areas. It?s important  to know  
how  your crit ical third-party 
providers are running their 
operat ions, right? And if  you 
think about  the applicat ion 
development , and applicat ion 
co-development  that?s done ?  
how  are they managing  securit y 
w hen they?re doing that  
co-development?? 

 ?  Securit y and Resilience Expert  
Exchange M ember

M odernizing for the AI era: A blueprint  
for readiness
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The Security and Resiliency Expert  
Exchange is hosted by Kyndryl. 
Please contact  Conal Hickey w ith 
any quest ions about  Kyndryl or this 
Expert  Exchange.

https://www.kyndryl.com/us/en
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